On the maximum angle condition for the conforming longest-edge \(n\)-section algorithm for large values of \(n\)
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**Abstract**

In this note we introduce the conforming longest-edge \(n\)-section algorithm and show that for \(n \geq 4\) it produces a family of triangulations which does not satisfy the maximum angle condition.
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1. Introduction

The classical longest-edge (LE) bisection algorithm bisects simultaneously all triangles by medians to the longest edge of each triangle in a given triangulation. In this way, an infinite sequence of nested triangulations can be generated. However, this type of refinements may lead, in general, to the so-called hanging nodes and thus refined triangulations may not all be conforming, in general (see Fig. 1).

Many real-life applications where triangulations are used, e.g. the calculations by the finite element method (FEM), require the property of conformity (Ciarlet, 1978). Therefore, in Korotov et al. (2008) a modified version of the classical LE-bisection was introduced, where only elements sharing the longest edge of the whole triangulation are bisected at each step (see Fig. 2). In this way, all produced triangulations are conforming a priori and therefore this algorithm is called the conforming LE-bisection algorithm. The same idea can, obviously, be used for simplicial meshes in any dimension.

In Suárez et al. (2012), the classical LE-bisection algorithm was generalized in another direction. It was proposed to divide the longest edges into \(n\) equal parts (with \(n \geq 2\)), one calls this technique the LE-\(n\)-section. The performance of this algorithm was analyzed in Plaza et al. (2010) and Suárez et al. (2012) for different values of \(n\) when \(n \geq 3\). It should be noted that algorithms using the longest-edge trisection of triangles also present the non-degeneracy property of the triangles, that is, the minimum angle is greater than a certain angle away from zero (Plaza et al., 2010), and so the maximum angle condition is also guaranteed. However, as in the classical bisection-version, the LE-\(n\)-section algorithm may produce hanging nodes.
In this work, we blend the ideas of Korotov et al. (2008) and Plaza et al. (2007), Suárez et al. (2012) and define the conforming LE $n$-section algorithm as follows:

a) In the given triangulation we select the longest edge;
b) For two (or one, if the longest edge lies on the boundary) triangles adjacent to this longest edge we apply the LE $n$-section from Suárez et al. (2012), and thus we generate a new triangulation. If necessary, we go to the step a).

It is clear that we avoid producing hanging nodes by the above defined algorithm in principle. Obviously, just the same idea can be applied to simplicial meshes in any dimension. Notice that the $n$-section of a single triangle produces $n$ new subedges along divided longest edge, and $n − 1$ new subedges in the interior of the triangle, so there finally appear $2n − 1$ new subedges in the split triangle. Besides, $3n − 2$ new subedges appear when two triangles sharing the longest edge are $n$-sected.

2. Main results

Let $\Omega$ be a bounded polygonal domain with a boundary $\partial \Omega$. In what follows we only deal with conforming triangulations of $\bar{\Omega} := \Omega \cup \partial \Omega$, i.e. an intersection of any two triangles in any triangulation considered is empty, a node, or their adjacent edge. Any triangulation will be denoted by the symbol $\mathcal{T}_h$, where $h$ is the so-called discretization parameter, equal to the length of the longest edge in $\mathcal{T}_h$.

Definition 1. The (infinite) sequence of triangulations $\mathcal{F} = \{\mathcal{T}_h\}_{h>0}$ of $\bar{\Omega}$ is called a family of triangulations if for every $\varepsilon > 0$ there exists $\mathcal{T}_h \in \mathcal{F}$ with $h < \varepsilon$.

In Ženíšek (1969), Zlámal (1968) the following minimum angle condition was introduced: there should exist a constant $\alpha_0$ such that for any triangulation $\mathcal{T}_h \in \mathcal{F}$ and any triangle $K \in \mathcal{T}_h$ we have

$$0 < \alpha_0 \leq \alpha_K,$$

where $\alpha_K$ is the minimal angle of $K$. Under this condition various a priori error estimates for the finite element method (FEM) applied to some elliptic problems are usually derived (Ciarlet, 1978).

Later condition (1) was weakened in Babuška and Aziz (1976), Barnhill and Gregory (1976), Jamet (1976) (see also Křížek, 1991), and the so-called maximum angle condition was proposed: There exists a constant $\gamma_0$ such that for any triangulation $\mathcal{T}_h \in \mathcal{F}$ and any triangle $K \in \mathcal{T}_h$ we have

$$\gamma_K \leq \gamma_0 < \pi,$$

where $\gamma_K$ is the maximum angle of $K$.

Remark 1. Condition (1) obviously implies (2), since $\gamma_K \leq \pi − 2\alpha_K \leq \pi − 2\alpha_0 =: \gamma_0$, but the converse implication does not hold.

In what follows we will prove that for $n \geq 4$ the conforming LE $n$-section produces triangulations which do not satisfy the maximum angle condition, i.e. there is an infinite sequence of angles in some triangles, among those appearing during the refinement process, which tends to $\pi$ as the LE $n$-section proceeds.

Lemma 1. Let us $n$-sect the triangle with edges of the length $a$, $b$, and $c$, where $a \leq b \leq c$. Then there exists a positive constant $\kappa < 1$ such that the lengths of all newly generated sub-edges are not greater than $\kappa \cdot c$. 

![Fig. 1. The classical LE-bisection algorithm produces, in general, nonconforming triangulations.](image1)

![Fig. 2. A modified LE-bisection algorithm that always produces conforming triangulations.](image2)
Fig. 3. A triangle sample and denotations for angles for the LE n-section with n = 4.

**Proof.** First, we notice that all the newly generated sub-edges obtained by n-secting the edge c are of the length \( \frac{c}{n} \). Further, using the Cosine theorem, we can easily show that the longest generated interior edge is not greater than \( \frac{\sqrt{n^2 - n + 1}}{n} c \).

Therefore, we can take \( \kappa := \frac{\sqrt{n^2 - n + 1}}{n} < 1 \). □

**Theorem 1.** The conforming LE n-section algorithm produces a family of triangulations.

**Proof.** Let \( T \) be a triangle which we want to n-sect. All \( 2n - 1 \) newly generated edges (within \( T \)) will be shorter than the longest edge of \( T \) (cf. Lemma 1). Therefore the length of the longest edge in the whole triangulation makes a nonincreasing sequence during refinement process. Its limit exists, and we show now that it is equal to zero.

Let \( \varepsilon \) be an arbitrary positive number. Let \( e^* \) be the longest edge (if we have several edges of the same length – then it is that one which we n-sect first) in the initial triangulation and let \( |e^*| \geq \varepsilon \). After we n-sect the edge \( e^* \), we get at most \( 3n - 2 \) new edges in the whole triangulation, whose lengths are not greater than \( \kappa |e^*| \). Further, let \( N \) denote the number of edges in the initial triangulation whose lengths are not less than \( \varepsilon \), and let \( q \) be the number such that \( \kappa^q < \frac{\varepsilon}{|\varepsilon|} \). Then we observe that at most after \( N(3n - 2)^{q-1} \) n-section steps all lengths in the resulting triangulation will be less than \( \varepsilon \). □

**Theorem 2.** Let \( n \geq 4 \). The iterative application of the classical LE n-section algorithm from Plaza et al. (2010), Suárez et al. (2012) to a given arbitrary triangle generates an infinite sequence of subtriangles whose maximum angles tend to \( \pi \).

**Proof.** Let \( t \) be the given triangle. Without a loss of generality, let its longest edge be equal to 1 and its angles \( \alpha, \beta, \) and \( \gamma \) be such that \( \alpha \leq \beta \leq \gamma \). We may assume that \( t \) has two vertices at the points \((0,0)\) and \((1,0)\), with the minimum angle \( \alpha \) at the vertex \((1,0)\), and the maximum angle \( \gamma \) at the vertex \((0,0)\) opposite to its longest edge (see Fig. 3). In this situation, considering \( z \) as a complex number, the point \( z \) lies in the subset of the complex plane \( \{z \mid |z - 1| \leq 1, \Re(z) \leq 1/2, \Im(z) > 0\} \) marked in Fig. 3(a). The LE n-section is applied to triangle \( t \) resulting in \( n \) new subtriangles (see Fig. 3(a) for \( n = 4 \)).

In this subdivision the triangle having the smallest angle, denoted by \( \xi \), is the right-hand side triangle with the angle \( \alpha \), see Fig. 3(a).

As the longest edge is divided into \( n \) equal parts and \( n \geq 4 \), we have \( |z - \frac{n-1}{n}| > \frac{1}{n} \) and, therefore, \( \xi < \alpha \) (we note that both \( \xi \) and \( \alpha \) are acute). We will now represent \( \xi \) as a function of \( n \), \( \beta \), and \( \alpha \). From the analysis of values of \( x \), \( y \) and \( h \) from Fig. 3(b), it follows

\[
\begin{align*}
\tan \beta - h &= 0, \\
\tan \alpha - h &= -\frac{1}{n} \tan \alpha, \\
x + y &= \frac{n}{n-1}
\end{align*}
\]

Its solution is

\[
\begin{align*}
h &= \frac{\tan \alpha \cdot \tan \beta}{\tan \alpha + \tan \beta}, \\
y &= \frac{n \tan \alpha}{\tan \alpha + \tan \beta}, \\
x &= \frac{\tan \beta}{\tan \alpha + \tan \beta} - \frac{1}{n}
\end{align*}
\]

Note that \( \xi = \theta - \alpha \), where \( \tan \theta = \frac{h}{x} \), and then

\[
\xi = \xi(\alpha, \beta, h) = \arctan \left( \frac{n \tan \alpha \cdot \tan \beta}{(n-1) \tan \beta - \tan \alpha} \right) - \alpha.
\]

Since \( \frac{\partial \xi}{\partial \alpha} > 0 \) and \( \frac{\partial \xi}{\partial \beta} < 0 \), \( \xi = \xi(\alpha, \beta, h) \) is increasing in \( \alpha \) and decreasing in \( \beta \).
As $\alpha \leq \beta \leq \frac{\pi - \alpha}{2}$ then $\xi(\alpha, \beta, n) \leq \xi(\alpha, \alpha, n) = \arctan\left(\frac{\pi - \alpha}{2} \tan \alpha\right) - \alpha$.

For the sake of clarity we will denote by $\bar{\xi}$ the maximum possible value of $\xi$ for a given minimum angle $\alpha$, i.e. $\bar{\xi} = f(\alpha) = \arctan\left(\frac{\pi - \alpha}{2} \tan \alpha\right) - \alpha$.

From now on we denote by $(\alpha, \beta)$ a triangle in which its angles are $\alpha \leq \beta \leq \gamma$. We consider the following sequence of triangles: $t_0 = (\alpha, \beta)$, $t_1 = (\bar{\xi}, \alpha) = (f(\alpha), \alpha)$, $t_2 = (f(f(\alpha)), f(\alpha))$ and in general $t_k = (f^k(\alpha), f^{k-1}(\alpha))$. Note that by construction, each triangle $t_k$ for $k \geq 1$ is related to the corresponding right-hand triangle in the LE $n$-section of a previous triangle in the sense that the minimum angle is greater than the minimum angle of the right-hand triangle, and the second minimum angle is equal to the corresponding second minimum angle.

Since $f'(x) = \frac{2}{n-2} \left| 1 - \frac{n-2}{n-1} \tan^2 x \right| < 1$ for $x \in (0, \frac{\pi}{2}]$, by the Lagrange mean value theorem, it follows that $f$ is a contractive map.

By the fixed-point theorem, the recurrence sequence $\alpha_k = f^k(\alpha)$ converges to the unique fixed-point of $f$, i.e. $x = f(x)$, which implies $x = \alpha$.

In Fig. 4 a 'picture proof' illustrates the iterative process for $n = 4$ where $f^4(\alpha_0)$ converges to 0 for $x$-axis representing min angle $\alpha$.

Since $\lim_{k \to \infty} \alpha_k = 0$, also $\lim_{k \to \infty} \beta_k = \lim_{k \to \infty} \alpha_k - 1 = 0$. Thus, $\lim_{k \to \infty} \gamma_k = \pi$. □

**Theorem 3.** The family of triangulations generated by the conforming LE $n$-section from some initial triangulation of $\mathcal{T}$ with $n \geq 4$ does not satisfy the maximum angle condition (2).

**Proof.** To prove the theorem, we show how to select an infinite sequence of subtriangles, among those generated by the conforming LE $n$-section, so that their maximum angles tend to $\pi$. First, we notice that the initial triangulation has at least one triangle, let us denote it by $T$. Now, we use the construction of “bad” triangles presented in the proof of Theorem 2 using $T$. Namely, we take the sequence needed to prove our theorem the sequence of the right-hand triangles used in the proof of Theorem 2. As their maximum angles tend to $\pi$ we obviously get what we want.

Now, we show that all these “bad” triangles $t_k$ are really contained among the set of triangles generated by the conforming LE $n$-section applied to $T$. First of all, the triangle $T$ can have several edges of the same length. When we apply the conforming LE $n$-section to $T$ in this case, we select some edge (randomly or according to some criterion) at the first step. We use the same edge to start the process of the classical $n$-section for $T$ as in Theorem 2. So, the triangle $t_1$ is really produced by the conforming LE $n$-section as the both versions of LE $n$-section coincide at the first step within $T$. Now we use the mathematical induction. Assume now that $t_k$ is contained among triangles produced by the conforming LE $n$-section. As it is clear that all $t_k$ for $k \geq 1$ are obtuse (i.e. there is always only one longest edge), the division stencil for both refinement versions within $t_k$ is the same. What remains is to notice that even though the conforming LE $n$-section “works” differently that the classical LE $n$-section, due to Theorem 1, the conforming $n$-section sooner or later will refine $t_n$ and, therefore, $t_{n+1}$ will be among the subtriangles produced by the conforming LE $n$-section. □

As a consequence of the analysis given here, in classical applications of the finite element simulations, it is not advised to use the $n$-section refinement algorithm for $n \geq 4$. Of course, we could use the algorithm for some initial steps to get stretched elements, and then better to switch the refinement to the variants with $n = 2$ or 3. This may be the case for example in adapted anisotropic meshes where skinny triangles or tetrahedra are permitted, for example in highly anisotropic solutions near the boundaries of the domain like those happening in the viscous layer of fluid flows.
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